Chapter 2:

1- What is a stored program computer?

The programming process could be facilitated if the program could be represented in a form suitable for storing in memory alongside the data. Then, a computer could get its instructions by reading them for memory, and a program could be set or altered by setting the values of a portion of memory.

2- What are the four main components of any general-purpose computer?

i. Main memory, stores both data and instructions.

ii. Arithmetic and logic unit (ALU) capable of operating on binary data.

iii. Control unit, interprets instructions in memory and causes them to be executed.

iv. Input & output (I/O) equipment operated by the control unit.

3- At the integrated circuit level, what are the three principal constituents of a computer system?

Gates, memory cells, and interconnections among these elements.

4- Explain Moore’s law.

Moore observed that the number of transistors that could be put on a single chip was doubling every year and correctly predicted that this pace would continue into the near future. To the surprise of many, including Moore, the pace continued year after year and decade after decade. The pace slowed to a doubling every 18 months in the 1970s, but has sustained that rate every since.

5- List and explain the key characteristics of a computer family.

i. Similar or identical instruction set: The exact same set of machine instructions is supported on all members of the family. Thus, a program that executes on one machine will also execute on any other. In some cases, the lower end of the family has instruction set that is a subset of that of the top end of the family. This means that program can move up but not down.

ii. Similar or identical operating system: The same basic operating system is available for all family members. In some cases, additional features are added to the higher-end members.

iii. Increasing speed: The rate of instruction execution increases in going from lower to higher family members.

iv. Increasing number of I/O ports: In going from lower to higher family members.

v. Increasing memory size: In going from lower to higher family members.

vi. Increasing cost: In going from lower to higher family members.

6- What is the key distinguishing feature of a microprocessor?

A chip that contains all the CPU components.

7- In the IBM 360 models 65 and 75, addresses are staggered in two separate main memory units (e.g., all even-numbered words in one unit and all odd-numbered words in another). What might be the purpose of this technique?

When memory divided onto even and odd locations you can speed up the performance by fetching two instructions at the same time and, thus, access two locations at the same time.
Chapter 3:

1- What general categories of functions are specified by computer instructions?

a. Processor memory: where data may be transferred from and to processor and memory.

b. Processor – I/O: Data may be transferred to or from a device by transferring between the processor.

c. Data Processing: The processor may perform some arithmetic or logic operations on data.

d. Control: An instruction may specify that the sequence of execution be altered.

2- List and briefly define the possible states that define an instruction execution.
A. Instruction Address Calculation (iac): Determine the next instruction to be executed.
B. Instruction Fetch (if): Read instructions from its memory location into the processor.

C. Instruction Operation decoding (iod): Analyze instruction to determine type of operation to be performed and operand to be used.

D. Operand Address Calculation (oac): Determine the address of the operand if the operation involves reference to an operand in memory or available via I/O.

E. Operand Fetch (of): Fetch the operand from memory or read it in form I/O.

F. Data Operation (do): Perform the operation indicated in the instruction.

G. Operand Store (os): Write the result into memory or out to I/O
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3- List and briefly define two approaches to dealing with multiple interrupts.

a. First approach: called Disabled Interrupt, processor can and will ignore that interrupt request signal.

b. Second approach: Define priorities for interrupts and allow interrupts of higher priority to cause a lower-priority interrupt handler to be itself interrupted.
4- What types of transfers must a computer’s interconnection structure (e.g., bus) support?

a. Memory to processor & processor to memory.

b. I/O to processor & processor to I/O.

c. I/O to memory & memory to I/O.

5- What is the benefit of using a multiple-bus architecture compared to a single-bus architecture?

a. The more devices attached to the bus, the greater the bus length and hense the greater the propagation delay.

b. The bus may become a bottleneck as the aggregate data transferred demand approaches the capacity at the bus.
6- List and briefly define the functional groups of signal lines for PCI?

a. System pins: include clock and rest pints.

b. Address & data pins: include 32 lines that are time multiplexed for address and data. Other lines are used to interpret and validate signal lines that carry addresses and data.

c. Interface control pins: Control the timing of transactions and provide coordination among initiators and targets.

d. Arbitration pins: They are not shared lines; each PCI master has its own pair of arbitration lines that connect it directly to the PCI bus arbiter.

e. Error reporting pins: To report parity and other errors.
Chapter 4:

1- What are the differences among sequential access, direct access, and random access?

a. Sequential access: Memory is organized into units (records). Addressing information is used to separate records and assist in the retrieval. Access must be made in a specific linear sequence. Access time of records is highly variable.

b. Direct access: Records have unique addresses based on physical locations. Access time is variable. Access by direct access to reach final locations.

c. Random access: Each addressable location has a unique and physical weird-in addressing location. Access time is independent.

d. Associative access: Random-access type. Can make comparison of desired bit locations within a word. A word is retrieved based on a portion of its contents rather than its address. Each location has own addressing mechanism. And retrieval time is independent of location pr prior access patterns

2- What is the general relationship among access time, memory cost, and capacity?

a. Positive between Access time and Cost per bit: Faster access time, greater cost per bit.
b. Negative between Capacity and Cost per bit: Greater capacity, smaller cost per bit.

c. Negative between Capacity and Access time: Greater capacity, slower access time.

3- How does the principle of locality relate to the use of multiple memory levels?

1) The upper-level memory (M1) is smaller, faster and more expensive (per bit) than the lower-level memory (M2).
2) (M1) is used as a temporary store for part of the contents of the larger (M2).

3) If succees, then a quick access is made.

4) If not, then a block of memory locations is copied from (M2) to (M1) and the access then takes place via (M1).
4- What are the differences among direct mapping, associative mapping, and set-associative mapping?

a. Direct mapping: maps each block of main memory in to only one possible cache line.
b. Associative mapping: permitting each main memory block to load into any line of the cache.

c. Set-Associative mapping: cache is divided into sets (v) which consists of lines (k) where the number of lines in the cache (m) = v × k.
5- For a direct-mapped cache, a main memory address is viewed as consisting of three fields. List and define the three fields.

a. Tag: Identifies the block, it is a portion of the main memory address.
b. Line: the line of the cache.
c. Word: The natural unit of organization of memory.
6- For an associative cache, a main memory address is viewed as consisting of two fields. List and define the two fields.

a. Tag: Identifies the block, it is a portion of the main memory address.

b. Word: The natural unit of organization of memory.
7- For a set-associative cache. A main memory address is viewed as consisting of three fields. List and define the three fields.

a. Tag: Identifies the block, it is a portion of the main memory address.

b. Set: 

c. Word: The natural unit of organization of memory.
8- What is the distinction between spatial locality and temporal locality?


Spatial locality refers to the tendency of execution to involve a number of memory locations that are clustered. Spatial location also reflects the tendency of a program to access data locations sequentially, such as when processing a table of data.


Temporal locality refers to the tendency for a processor to access memory locations that have been used recently.
9- In general, what are the strategies for exploiting spatial locality and temporal locality?

Using larger cache blocks incorporating prefetching mechanism (fetching items of anticipated use) into the cache control logic.
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